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En este artículo se discute el uso de sistemas de decisión de soporte basados en 
minería de datos (para la evaluación histórica) y máquinas de vectores de soporte, 
con la finalidad de obtener los valores óptimos relacionados con la eficiencia de en-
friamiento en un álabe de turbina de gas para determinar la adecuada selección de 
componentes y construir escenarios bajo incertidumbre. Esta investigación permite 
seleccionar un número específico de componentes, los cuales son evaluados a partir 
de un depósito de información con datos de otro sistema de energía. La intención de 
la presente investigación es aplicar propiedades computacionales, en este caso un 
modelo de optimización inteligente. El caso de estudio permite analizar las características 
individuales de cada componente con la emulación de una serie de característi-
cas correspondientes (valores óptimos alcanzados por el algoritmo híbrido). De esta 
manera es posible predecir una mejor funcionalidad en un sistema de este tipo.

This paper discusses a research related with the innovative use of a decision sup-
port system based on data mining (to evaluate historical information) and the 
support vector machine method to determine the optimal values related with the 
cooling efficiency of a gas turbine blade and to determine the adequate selec-
tion of components to build scenarios under uncertainty. This research allows 
the selection of a specific number of optimal values for components, in a time 
horizon of a power energy installation (approximately four hours). These com-
ponents are evaluated with data from an information repository of a successful 
energy system. The intent of this research is to apply the computational proper-
ties of an established model of intelligent optimization. The case study allowed 
the analysis of the individual features of each component with the emulation 
from set matching features (optimal values reached by our hybrid algorithm). 
This way it is possible to predict a better functionality in this kind of system.
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1 IntroducTiOn

The high gas temperatures registered at first stages in 
a gas turbine can cause serious damages in blades. 
This is a critical situation if we consider that in today’s 
turbines temperatures at inlet are up to 1400°C. 
Higher thermal stresses, material corrosion and creep 
are typical situations when the machine is operated 
under these conditions and a considerable reduction 
in remnant life of the blades occurs [1]. Techniques 
like film cooling are used to avoid these damages. This 
technique consists in ejecting air through holes placed 
in the leading edge. The interaction between the air 
and the main flow generates a film cooling in the 
leading edge surface, keeping it at temperatures that 
don’t affect the blade’s integrity. Several investigations 
have been done about parameters of fluid dynamics, 
such as blowing ratio, variations in density ratios and 
momentum flux ratios, but a simpler model to predict 
cooling effectiveness is still needed. Geometrical 
factors can increase or reduce the cooling effectiveness 
of holes and help to avoid damages in turbine blades. 
Diameters, ejection angles and separation between 
them can be used to predict cooling effectiveness and 
other factors, like penetration of cooling flow into 
main flow, which can lead in turn to higher levels 
of turbulence in the interaction zone of main flow 
and cooling flow. Several investigations have been 
performed about blade turbines using intelligent 
systems for optimization. Verstraete et al. improved a 
method to design and optimize the cooling channels 
on a high pressure gas turbine [8]. They showed that 
combining evolutionary algorithms with metamodels 
like artificial neural networks and radial basis function 
it is possible to optimize turbine components. Pierret 
and Van den Braembussche used simulated annealing 
to design blade turbines [9]. They found that there is a 
better performance in turbines with blades designed 
with the proposed methodology. Chunting et al. made 
a fault detection system for hydraulic turbines based on 
the support vector machine (SVM) method [10]. They 
concluded that SVM is more efficient for classification 
and robust performance. Sosa Coeto et al. optimized 
the impeller and diffuser of an hydraulic submersible 
pump using computational fluid dynamics (CFD) and 
neural networks [11].

In this work, decision support systems (DSS) based 
on data mining (DM) and SVM are used to improve 
a thermal analysis of a gas turbine blade in order to 

know its cooling effectiveness. The database for the 
above algorithm was obtained using CFD and design 
of experiments method (DoE) was employed to reduce 
the computational cost of CFD. The database set 
includes cooling efficiency and heat transfer in a gas 
turbine blade.

2 Proposed methodology

2.1 Support vector machine

Classifying data is a common task in machine learning. 
Suppose some given data points in which each point 
belongs to one of two classes, and the goal is to decide 
which class a new data point will be in. In the case of 
SVMs, a data point is viewed as a p-dimensional vector 
(a list of p numbers), and we want to know whether 
we can separate such points with a (p−1)-dimensional 
hyperplane. This is called a linear classifier. There 
are many hyperplanes that might classify the data. 
One reasonable choice as the best hyperplane is the 
one that represents the largest separation, or margin, 
between the two classes. So we choose the hyperplane 
in which the distance to the nearest data point on 
each side is maximized. If such a hyperplane exists, 
it is known as the maximum-margin hyperplane and 
the linear classifier it defines is known as a maximum 
margin classifier; or equivalently, the perceptron of 
optimal stability.

2.2 Linear SVM

Given some training data D and a set of n points of the 
form:
where yi is either 1 or −1, indicating the class to which 
the point  xi belongs, and each xi is a p-dimensional 
real vector, we want to find the maximum-margin 
hyperplane that divides the points having yi=1 from 
those having yi=-1. Any hyperplane can be written as 
the set of points x satisfying w·x-b=0, where · denotes 
the dot product and w the normal vector to the 
hyperplane. The parameter 

b
w  determines the offset of 

the hyperplane from the origin along the normal vector w.
We want to choose w and b  so as to maximize the 

distance between the parallel hyperplanes; that they be 
as far apart as possible while still separating the data. 
These hyperplanes can be described by the equations    
w·x-b=1  and w·x-b=-1  .
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Only a few αi will be greater than zero. The co-
rresponding xi are exactly the support vectors, which 
lie on the margin and satisfy yi(w·xi-b) = 1. From this, 
one can derive that the support vectors also satisfy 

,which allows 

one to define the offset b. In practice, it is more robust 
to average over all NSV support vectors:

 	

(2)

2.4 Dual form

Writing the classification rule in its unconstrained 
dual form reveals that the maximum margin 
hyperplane, and therefore the classification task, is 
only a function of the support vectors, the training data 
that lie on the margin.

Using the fact that ║w‌‌‌‌‍‌‍║2 = w · w and substituting, 

one can show that the dual of the SVM 
reduces to the following optimization problem:

Maximize (in αi)

	  	 (3)

subject to (for any ni ,...,1= ) αi≥0, and to the constraint 

from the minimization in .
Here the kernel is defined by k(xi,xj) = xi · xj , and w 

can be computed thanks to the α terms:

 

2.5 Biased and unbiased hyperplanes

For simplicity reasons, sometimes it is required that the 
hyperplane passes through the origin of the coordinate 
system. Such hyperplanes are called unbiased, 
whereas general hyperplanes not necessarily passing 
through the origin are called biased. An unbiased 
hyperplane can be enforced by setting b=0 in the 
primal optimization problem. The corresponding dual 
is identical to the dual given above without the equality 
constraint   (figures 1, 2).

Note that if the training data are linearly separable, 
we can select the two hyperplanes of the margin in a 
way that there are no points between them and then try 
to maximize their distance. By using geometry, we find 
the distance between these two hyperplanes is  

w
2  , so 

we want to minimize ║w‌‌‌‌‍‌‍║. As we also have to prevent 
data points from falling into the margin, we add the 
following constraint: for each i either w · xi - b ≥ 1    for xi   of 
the first class or w · xi - b ≤ 1    for xi  of the second.

This can be rewritten as:

 for all 1 ≤ i ≥ n	   (1)

We can put this together to get the optimization 
problem:

Minimize (in w , b) ║w‌‌‌‌‍‌‍║subject to (for any i= 1,.....,n) 

 . 

2.3 Primal form

The optimization problem presented in the preceding 
section is difficult to solve because it depends 
on║w‌‌‌‌‍‌‍║, the norm of w, which involves a square 
root. Fortunately it is possible to alter the equation by 
substituting w with 

2

2
1 w  (the factor of 1/2, being used 

for mathematical convenience) without changing the 
solution (the minimum of the original and the modified 
equation have the same w and b). This is a quadratic 
programming optimization problem. More clearly:

Minimize (in w,b) 2

2
1 w subject to (for any i=1,...,n) 

.
By introducing Lagrange multipliers α, the 

previous constrained problem can be expressed as 

that is, we look for a saddle point. In doing so all the 
points which can be separated as     
do not matter, since we must set the corresponding αi  
to zero.

This problem can now be solved by standard 
quadratric programming techniques and programs. 
The “stationary” Karush–Kuhn–Tucker condition 
implies that the solution can be expressed as a linear 

combination of the training vectors                            .
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3 Characterization of the problem

The fluid domain is represented by a section of a gas 
turbine blade at midspan corresponding to a 150 MW 
gas turbine with 72 blades in blade wheel (figure 3). 

Cooling efficiency is dependent on the heat transfer 
in the leading edge. Due to this it is necessary to 
solve a conjugate heat transfer analysis to know the 
temperature distributions in the leading edge. The flow 
field in the domain is determined by the continuity 
and the Navier-Stokes equations and the heat transfer 

Figure 1. H3 (green) does not separate the two classes. 
H1 (blue) does, with a small margin and H2 (red) with the 
maximum margin

is governed by the energy equation. In order to solve 
those equations a CFD commercial code was used. 
The turbulence was solved using the k-ε model. 

	  	 (4)

	  	

(5)

	  	

(6)

4 Multiple matching

Multiple matching is a series of many evaluations 
according to different combinations of optimal values 
associated with the components and a batch of 50 runs 
under different scenarios. In the evaluation phase, ther-
momechanical specifications with more similarities 
will be given a preference, and then these aspects 
will be selected to compete. Components must be 
ranked according to their customers’ preferences 
after tournaments end, once the final list of multiple 
matching is evaluated. The hybrid algorithm will 
be scheduled to set the timing for the comparison 
of different similarities using a round of multiple 
matching analyses based on the optimization assigned 
to a component. Then, components that qualify for 
selection in a model will be chosen on the following 
prioritized basis. Given the organization for each 
component and the matches for each round in the 
algorithm, components are assigned to state their par-
ticipation for its evaluation in each of the series. To 
ensure an active participation in the future, a minimum 
of twenty-five comparatives are recommended for the 
four included rating lists and before the main rating 
list. When a component does not accept to participate 

Figure 2. Maximum-margin hyperplane and margins for an 
SVM trained with samples from two classes. Samples on the 
margin are called the support vectors

Figure 3. Gas turbine blade
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into a multiple matching series, then the selection 
process uses the average rating plus number of games 
played during the rating period. The algorithm repeats 
this process until reaching the required qualifiers of the 
multiple matching series.

5 Experimentation

In order to obtain the most efficient arrangement 
of components, we developed a cluster for storing 
the data of each representative individual for each 
component. The narrative guide is made with the 
purpose of distributing an optimal form for each 
evaluated component. The main experiment consisted 
in implementing components with our hybrid 
algorithm, with 500 issues and 200 epochs. The 
stop condition was reached after 50 iterations; this 
allowed the generation of the best selection for each 
component. An optimal value was evaluated using the 
multiple matching model, as in Yang, Tao and Yu [10]. 
The vector of weights employed for the fitness function 
was Wi= [0.6, 0.7, 0.8, 0.5, 0.6, 0.9, 0.8, 0.7, 0.6, 0.9, 
0.5, 0.8, 0.7], which represents the importance of each 
component. Then, the hybrid algorithm would select 
the specific value of each component based on the 
similarity of attributes. Each attribute was represented 
by a discrete value from 0 to 7, where 0 means absence 
and 7 the highest value of the attribute. The experiment 
design consisted of an orthogonal array test with in-
teractions among variable components; these variables 
were studied within a location range (1 to 400) specific 
to coordinates x and y. The orthogonal array was 
L-N(2**7), in other words, 7 times the N executions. 
The value of N is defined by the combination of the 
7 possible values of the variables with the values in 
the location range. In table 1 we list some possible 
scenarios as the result of combining the values of the 
attributes. The results allowed us to analyze the effect 
of all possible combinations of values.

Turbulent 
kinetic 
energy

Number of 
revolutions

Radius Temperature Expansion 
coefficient

Kronecker Delta Rate 
energy 
disipation

Deformation 
vector

Volumetric 
module

Lame 
constant

Diameter Mass 
flow 
rate

1 2 2 3 5 3 5 2 2 4 2 4 4

1 2 2 3 3 4 4 7 4 5 3 5 3

1 3 2 4 1 2 2 5 5 3 4 6 2

1 3 2 5 4 5 5 4 3 2 2 5 5

Table 1. The orthogonal array test

6 Conclusions

The use of the orthogonal array test facilitates the re-
organization of the different attributes. Aditionally, the 
array aids to specify the best possibilities to adequate 
correct solutions for each component. Different 
attributes were used to identify the real possibilities of 
improving a component set in a particular environment, 
and to specify its correlations with others. A CFD 
analysis was realized to find out the temperature 
distribution and efficiency in the leading edge of a gas 
turbine blade. After the classification of data based on 
relationships that keep their attributes, these changes 
can help to reduce thermal stress, thus ensuring the 
structural integrity of the blade. Therefore, we realize 
that the concept of “optimization under uncertainty” 
exists based on determining the acceptance function 
to propose an alternative optimization for the rest of 
the components. For further implementations we 
intend to analyze the level and degree of cognitive 
knowledge for each component. Additionally, this 
may help us to understand true similarities that share 
different components based on the characteristics to be 
clustered while keeping their own mechanical identity. 
In a related work [7], it has been demonstrated that 
small variations go beyond phenotypic characteristics 
and are mainly associated to tastes and related cha-
racteristics developed through time.
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